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Abstract
Repeated investigations of the same phenomenon typically yield effect sizes that vary more than one would expect from sampling error alone. Such variation is even found in exact replication studies, suggesting that it is not only because of identifiable moderators but also to subtler random variation across studies. Such heterogeneity of effect sizes is typically ignored, with unfortunate consequences. We consider its implications for power analyses, the precision of estimated effects, and the planning of original and replication research. With heterogeneity and an interest in generalizing to a population of studies, the usual power calculations and confidence intervals are likely misleading, and the preference for single definitive large-N studies is misguided. Researchers and methodologists need to recognize that effects are often heterogeneous and plan accordingly.

Translational Abstract
Repeated investigations of the same phenomenon typically yield somewhat different results that vary more than one would expect from the fact that the investigations have different participants. Even when the very same phenomenon is studied, such variation is found, which implies there might be subtle random variation across studies. Such heterogeneity of effects is typically ignored, with unfortunate consequences. We consider its implications for determining the chances that the study would have a statistically significant effect, the statistical precision of estimated effects, and the planning of original and replication research. Researchers and methodologists need to recognize that effects are often heterogeneous and plan accordingly.
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When multiple studies of the same effect exist, one expects variation in the estimated effect sizes because of sampling error, even if they are all estimating the same true effect. Typically, however, in meta-analyses, there exists more variation in effect sizes than can be attributed to sampling error alone, leading to the conclusion of heterogeneous effect sizes across those studies. As we shall show, heterogeneity of effect sizes is even found in studies that are designed to be, as close as possible, replications of each other. The literature on power and research design has generally assumed that there is a single effect size in a given domain that does not vary. This failure to recognize that effect sizes are heterogeneous has led to unfortunate conclusions about statistical power and the design of research. Our goal is to make clear the implications of varying effect sizes for the planning and conduct of research.

To index heterogeneous effect sizes, one can estimate their true $SD$, over and above what might be expected from sampling error. For instance, if the effect size is a Cohen’s $d$, its true $SD$ might be denoted as $\sigma_d$. We subscript with $\delta$, rather than $d$, to make clear that we are referring to variation in effect sizes after removing sampling error. Meta-analysts typically test whether this quantity differs from zero using a $\chi^2$ test of homogeneity, symbolized as $Q$ (Cochran, 1954). (Several studies, e.g., Chung, Rabe-Hesketh, and Choi [2013], have shown that this test has relatively low power to detect heterogeneity.) Not always reported is the estimated true variance, generically called $\hat{\tau}^2$ in the meta-analysis literature.

Meta-analysts consistently find evidence of heterogeneity. Richard, Bond, and Stokes-Zoota (2003) conducted a meta-analysis of meta-analyses in 18 different domains of social psychology (a total of 322 meta-analyses summarizing 33,912 individual studies). They reported an average effect size estimate ($r$) of .21 and an average true $SD$ estimate of those effect sizes of .15. More recently and more broadly, van Erp, Verhagen, Grasman, and Wagenmakers (2017) have made available a database of every meta-analysis published in the Psychological Bulletin from 1990 to 2013. The
Heterogeneity of effect sizes in meta-analyses is hardly surprising, because typically many different kinds of studies are included in a meta-analysis and important moderators may exist that affect the effect sizes. In other words, most meta-analyses are estimating effect sizes for different effects, rather than a single one. Additionally, there are other factors that potentially bias effect size estimates in meta-analyses: file drawer problems, p-hacking strategies, and publication biases. Undoubtedly, these factors also affect estimates of heterogeneity. Indeed McShane, Böckenholt, and Hansen (2016) (see also Augusteijn, van Aert, & van Assen, 2018) conclude that

Publication bias distorts meta-analytic estimates of both the population average effect size and the degree of heterogeneity. Estimates of the former are typically biased upward, thus giving the false impression of large effect sizes, whereas estimates of the latter are typically biased downward, thus giving the false impression of homogeneity (p. 732).

Thus, there are good reasons to be cautious about estimating heterogeneity of effect sizes from meta-analyses. Fortunately, given the current interest in replication and the controlled replication studies conducted under the Many Labs 1 project of Klein et al. (2014), Registered Replication Reports (RRR) of Simons, Holcombe, and Spellman (2014), a meta-analysis of “close” replications by Linden and Hönekopp (2018), and the Many Labs 2 project of Klein et al. (2018), one can begin to estimate heterogeneity even in studies that all use the same designs, materials, analytic methods, and outcomes. Additionally, these replication studies permit one to estimate it in the absence of publication biases.

The Many Labs 1 project tested 16 different effects across 36 independent samples totaling 6,344 participants. Two of the effects had average effect sizes not significantly different from zero and both showed zero study. Variation of the remaining studies, 13 used d and their heterogeneity1 was significantly greater than zero in 8 cases, despite the low power of the Q test, with an average SD for the 13 studies of 0.21. Effect size variation was highly correlated with the average effect size, r = .86. Moreover, typically the SD of the true effect sizes was about 25% of the average value of the study d’s.

So far, there are six completed RRR studies. However, most of the studies have small effects and in several, they are not significantly different from zero. Given the small levels of heterogeneity found with weaker effects in the Many Labs 1 project, it is then not surprising that the effect sizes in these studies generally, though not always (e.g., Eerland et al. 2016 and Hagger et al. 2016), have relatively small levels of variation.

Linden and Hönekopp (2018) located 40 meta-analyses of what they called “close replications” (that largely includes Many Labs 1 and the RRRs) and found relatively low levels of heterogeneity, the average value of $\tau$ being just 0.08. However, the average effect size was also relatively small being just 0.24, and the correlation between effect size and heterogeneity in these 40 meta-analyses was .70.

The Many Labs 2 project (Klein et al., 2018) tested 28 effects in about 60 laboratories and 15,305 total participants from 36 countries and territories. As with prior studies, they found very little heterogeneity when effect sizes were near zero. For the 12 studies with average $d > 0.20$, the average value of $\tau$ was .072.

We are not the only ones to remark on the rather surprising finding of heterogeneity in studies that are essentially all the same:

In sum, in large scale replication projects such as Many Labs and RRRs, we should for substantive reasons (i.e., protocols designed to eliminate heterogeneity) and statistical reasons (i.e., estimators and significance tests that perform poorly in a manner that falsely suggests homogeneity)—expect to observe little to no heterogeneity. The very fact we observe a nontrivial degree of it is compelling evidence that heterogeneity is not only the norm but also cannot be avoided in psychological research—even if every effort is taken to eliminate it (p. 9, McShane, Tackett, Böckenholt, & Gelman, in press).

When there are nonzero effects, why might there be heterogeneity of effect sizes even in these highly controlled circumstances? Obviously, there persist moderators that may be responsible for continuing heterogeneity. Even when studying the same effect in highly controlled situations using standardized procedures, there are variations in experimenters, participant populations, history, location, and many other factors that may be subtle or hidden moderators. Likely, the list of such hidden moderators is long and perhaps unknowable in its entirety. Ultimately, effect size variation may simply be because of random factors that we can never completely specify or control. At a later point, we discuss this possibility in more detail. Regardless of whether heterogeneity is because of measurable moderators, hidden moderators, or random sources, the effects of heterogeneity have not been fully appreciated in the literature.

Within the meta-analysis literature, the recognition of heterogeneity has led to the development of procedures for random effects meta-analyses (Hedges & Vevea, 1998). However, the implications of heterogeneity, outside of the methodological literature on how to conduct meta-analyses, have not been fully explored. The goal of this article is to examine the implications of effect size heterogeneity for power analysis, the precision of effect estimation, and the planning of both original and replication research. Some of these implications are more easily dealt with than are others. We do not have definitive answers for every issue that we raise. Our ultimate goal is to begin an informed discussion of the problems posed by heterogeneity, rather than simply acting as if it does not exist.

Before we begin, we introduce notation and simplifying assumptions. Consider an effect that is measured using Cohen’s d. We assume that all studies utilize two equal-sized independent groups of participants and their standardized mean difference yields the effect size estimate. We assume each study has a total of $N$ persons with $N/2$ or $n$ persons in each condition. The effect size estimate from the ith individual study is $d_i$, and it is an estimate of the true effect size for that study, $\delta_i$. Across studies, there is a

---

1 The estimated $\tau$ values are not included in the text but in supplementary files located at https://osf.io/43a8t/.
distribution of these true effect sizes, with a mean, denoted as \( \mu_s \), and a SD, denoted as \( \sigma_s \). To be clear, \( \sigma_s \) refers to the SD after sampling error has been removed and is denoted as \( \tau \) in the meta-analysis literature. For a particular study \( i \), the effect size \( d_i \) has two parts: its true effect size, \( \delta_i \), and its sampling error, \( d_i - \delta_i \). We assume that in any particular literature, we have a random sample of the population of all methodologically sound studies and, thus, this sample provides estimates of both \( \mu_s \) and \( \sigma_s \). At a later point, we discuss difficulties underlying these assumptions.

In the next sections, we discuss two underappreciated consequences of the heterogeneity of effect sizes: the statistical power of detecting a significant effect size and the precision of any effect size estimate. We then turn our attention to the measurement of heterogeneity and a further discussion of the sources of heterogeneity. In the final section of the article, we discuss the implications of heterogeneity for replication research and the planning of original research.

**Power Given Heterogeneity**

In a conditional power analysis in which the effect size is known and not an estimate (Maxwell, Lau, & Howard, 2015), one computes the power for a given effect from that effect size. In conventional power analysis, the null hypothesis is that the effect size for the planned study is zero, that is, \( \delta_i = 0 \). Alternatively, the interest might be in the average of all possible effect sizes; the effect size is a random variable with a mean of \( \mu_s \) and a SD of \( \sigma_s \), making the null hypothesis \( \mu_s = 0 \).

McShane and Böckenholt (2014) developed a method to determine power given heterogeneity using the \( Z \) distribution, and we adapt and extend their method to determine power given heterogeneity. Like them, we initially presume that the distribution of effect sizes is normal. We are well aware that this is an assumption that may be problematic. Accordingly, we return to it later and discuss an alternative. For now, however, making this assumption is a good way to introduce the subject. We consider power for the test of the mean of the true effect sizes, \( \mu_s \).

To develop the rationale for our power computations, we first consider the null hypothesis that the true effect size for a given study \( \delta_i \) is zero. Using the central \( t \) distribution with \( df \), the critical value, \( t_{(df)} \), can be determined such that \( P(-t_{(df)} > \delta) + P(t_{(df)} < \delta) = \alpha \). For instance, a study with 50 persons in each group (\( N = 100 \)) has a \( t_{(100)} \) of 1.9845 for a two-sided \( \alpha \) of .05. Alternatively, if the interest is in testing the null hypothesis that \( \mu_s \) is zero and \( t_{(df)} \) is still used as the critical value, the effective \( \alpha \) is larger than the nominal \( \alpha \) because of variation in the \( \delta_i \) values. Sometimes the \( \delta_i \) for a particular study would be much larger than zero and at other times it would be much smaller than zero, even when the null hypothesis that \( \mu_s \) is zero is true. To determine the effective \( \alpha \) given heterogeneity and \( N \), the \( SE \) needs to include heterogeneity as well as sampling error, making it equal to \( 1/\sqrt{N + \sigma_s^2} \), not \( 1/\sqrt{N} \).

If we denote \( q = \sqrt{\frac{1}{N} + \sigma_s^2} \), then the effective \( \alpha \) or \( \alpha_e \) equals \( P(-q_{(df)} > \delta) + P(q_{(df)} < \delta) = \alpha_e \), where \( q_{(df)} \) is the critical value for \( \alpha \) with zero heterogeneity. For example, with a \( \mu_s \) of zero, 50 units in each group, a \( \sigma_s \) of 0.2, and a \( \alpha \) of .05, then \( q \) equals 0.7071, which results in an effective \( \alpha \) of \( P(0.7071(-1.9845) > 0) \) + \( P(0.7071(1.9845) < 0) \) = .162.

We now turn to power, no longer assuming that the true effect size is zero. To estimate power for the test that \( \delta_i = 0 \), we must determine the appropriate noncentrality parameter for the noncentral \( t \) distribution. The noncentrality parameter is defined as the study’s true effect size or \( \delta_i \) divided by its \( SE \), \( 1/\sqrt{N} \). With this noncentrality parameter and \( \alpha \), one computes \( P(-t_{(df)} > (\delta)/\sqrt{N}) + P(t_{(df)} < (\delta)/\sqrt{N}) \), where \( \delta \) is distributed as a noncentral \( t \) with \( N - 2 \) df and a noncentrality parameter of \( \delta_i \) divided by \( 1/\sqrt{N} \). Alternatively, if the null hypothesis is that \( \mu_s = 0 \), the \( SE \) is \( \sqrt{\frac{1}{N} + \sigma_s^2} \). Thus, with heterogeneity, the noncentrality parameter equals \( \mu_s \) divided by \( \sqrt{\frac{1}{N} + \sigma_s^2} \). With this noncentrality parameter and effective \( \alpha \), one computes \( P(-q_{(df)} > (\delta)/\sqrt{N}) + P(q_{(df)} < (\delta)/\sqrt{N}) \), where \( \delta \) is distributed as a noncentral \( t \) with \( N - 2 \) df and a noncentrality parameter of \( \mu_s \) divided by \( \sqrt{\frac{1}{N} + \sigma_s^2} \). For the example study, \( \mu_s \) is assumed to equal 0.3, \( \sigma_s \) to be 0.2 with 50 persons in each group. The critical value is multiplied by 0.7071 to yield 1.4032 and the noncentrality parameter is 0.3/0.282843 = 1.06066. Power is estimated as .375, as opposed to the .318 value with zero heterogeneity. The \( R \) function in the Appendix can be used to estimate power given heterogeneity. Additionally, a Web-based program is available at https://davidakenny.shinyapps.io/SVPower. It is also possible to modify a conventional power program (e.g., GPower; Faul, Erdfelder, Lang, & Buchner, 2007) to obtain estimates of power with heterogeneity, using the effective \( \alpha \) and the adjusted noncentrality parameter.

To be clear, we are computing power for a fixed value of the effect size, either \( \delta \) or \( \mu_s \). Several others (McShane & Böckenholt, 2016; Perugini, Gallucci, & Costantini, 2014) have suggested computing power across a distribution of effect sizes because of uncertainty in the estimate of the effect sizes (usually sampling error). Moreover, Du and Wang (2016) presented a Bayesian method of power analysis, which allows for heterogeneity, where the exact value of heterogeneity is not known but is assumed to have a prior distribution. Here, heterogeneity is assumed to have a known value.

Table 1 presents power estimates for a range of values of \( \mu_s \) (0.0, 0.2, 0.5, and 0.8, corresponding to no, small, medium, and large average effects), a range of values of the \( SD \) of effect sizes, \( \sigma_s \) (0.000, 0.050, 0.125, and 0.200), and a range of values of sample sizes, \( N \) (100, 200, 500, 1000, and \( \infty \)) with \( \alpha \) set at .05. (Recall that \( N \) is the total sample size of the study.) The SDs of the effect sizes, \( \sigma_s \), are chosen to be equal to 25% of small, medium, and large effects based on statistics presented earlier from past meta-analyses and organized replication endeavors. Note that when \( \sigma_s \) is equal to 0.0, there is no effect size heterogeneity and the results in the table are consistent with a conventional power analysis of \( \delta \). For each combination of values, two probabilities are given: The one denoted by “+” is the probability of reject-
Table 1

Power* for a Positive Effect “+” (in the Same Direction as the Average Effect) and a Negative Effect “−” (in the Opposite Direction as the Average Effect) Given an Effect Size ($\mu_h$), Study Variation ($\sigma_h$), Total Sample Size (N), and an $\alpha$ of .05

<table>
<thead>
<tr>
<th>$\mu_h$</th>
<th>N</th>
<th>$\sigma_h$</th>
<th>+</th>
<th>−</th>
<th>+</th>
<th>−</th>
<th>+</th>
<th>−</th>
<th>+</th>
<th>−</th>
</tr>
</thead>
<tbody>
<tr>
<td>.0</td>
<td>100</td>
<td>.000</td>
<td>.025</td>
<td>.025</td>
<td>.029</td>
<td>.029</td>
<td>.048</td>
<td>.048</td>
<td>.082</td>
<td>.082</td>
</tr>
<tr>
<td>200</td>
<td>.025</td>
<td>.025</td>
<td>.032</td>
<td>.032</td>
<td>.071</td>
<td>.071</td>
<td>.128</td>
<td>.128</td>
<td></td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>.043</td>
<td>.043</td>
<td>.127</td>
<td>.127</td>
<td>.211</td>
<td>.211</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1,000</td>
<td>.062</td>
<td>.062</td>
<td>.188</td>
<td>.188</td>
<td>.277</td>
<td>.277</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.2</td>
<td>100</td>
<td>.025</td>
<td>.062</td>
<td>.062</td>
<td>.188</td>
<td>.188</td>
<td>.277</td>
<td>.277</td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>.173</td>
<td>.002</td>
<td>.205</td>
<td>.006</td>
<td>.245</td>
<td>.018</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>.301</td>
<td>.001</td>
<td>.339</td>
<td>.006</td>
<td>.374</td>
<td>.026</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1,000</td>
<td>.594</td>
<td>.000</td>
<td>.563</td>
<td>.007</td>
<td>.544</td>
<td>.043</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\infty$</td>
<td>885</td>
<td>.000</td>
<td>.706</td>
<td>.010</td>
<td>.641</td>
<td>.061</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.5</td>
<td>100</td>
<td>.097</td>
<td>.692</td>
<td>.000</td>
<td>.669</td>
<td>.000</td>
<td>.643</td>
<td>.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>.929</td>
<td>.000</td>
<td>.879</td>
<td>.000</td>
<td>.817</td>
<td>.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>999</td>
<td>.000</td>
<td>.983</td>
<td>.000</td>
<td>.931</td>
<td>.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1,000</td>
<td>1,000</td>
<td>.000</td>
<td>1,000</td>
<td>.000</td>
<td>1,000</td>
<td>.000</td>
<td>1,000</td>
<td>.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\infty$</td>
<td>1,000</td>
<td>.000</td>
<td>1,000</td>
<td>.000</td>
<td>1,000</td>
<td>.000</td>
<td>1,000</td>
<td>.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>.8</td>
<td>100</td>
<td>.077</td>
<td>.974</td>
<td>.000</td>
<td>.956</td>
<td>.000</td>
<td>.922</td>
<td>.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>1,000</td>
<td>.000</td>
<td>1,000</td>
<td>.000</td>
<td>1,000</td>
<td>.000</td>
<td>1,000</td>
<td>.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>1,000</td>
<td>.000</td>
<td>1,000</td>
<td>.000</td>
<td>1,000</td>
<td>.000</td>
<td>1,000</td>
<td>.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1,000</td>
<td>1,000</td>
<td>.000</td>
<td>1,000</td>
<td>.000</td>
<td>1,000</td>
<td>.000</td>
<td>1,000</td>
<td>.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\infty$</td>
<td>1,000</td>
<td>.000</td>
<td>1,000</td>
<td>.000</td>
<td>1,000</td>
<td>.000</td>
<td>1,000</td>
<td>.000</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*When $\mu_h = 0$, the table entry is not power, but the probability of making a Type I error.

Powering the null hypothesis when $d_i$ is positive (i.e., in the same direction as $\mu_h$), and the one denoted by “−” is the probability of rejecting the null hypothesis when $d_i$ is negative (i.e., in the opposite direction).

Examining first the results from conventional power analyses ($\sigma_h = 0.0$), the power of finding a positive effect increases as the effect size and sample size increase. In addition, there is almost no chance of finding a significant negative effect. We shall see that these conclusions change when there is heterogeneity.

Next, we consider the case when the null hypothesis is true, that is, $\mu_h = 0.0$. Note that with heterogeneity, although the average effect size is zero, any sample value is likely nonzero and may well be statistically significant. We see that with increasing heterogeneity and sample sizes, the probability of a Type I error increases, well above the nominal $\alpha$ value of .05. In fact when $\sigma_h = 0.2$ and $N = 1,000$, the probability of making a Type I error is over 55%! It is important to be clear about what we mean by this Type I error. We are referring to making an error in the conclusion that the mean of the population of effect sizes is different from zero. We are not talking about an error in concluding that the true effect size for a particular study $d_i$ is different from zero. Note that these probabilities become the effective $\alpha$ in determining power when $\mu_h$ is no longer zero.

In the remainder of this section, we consider the power when there is a nonzero true effect. There are several results from Table 1 worth noting here. First, whenever conventional power analyses yields a power value less than .50, the estimate that allows for heterogeneity is greater than the estimate based on the absence of heterogeneity. For instance, when $\mu_h = 0.2$ and $N = 100$, power is .168 with no heterogeneity and rises to .263 when $\sigma_h = 0.2$. The increase in power is because of the fact that if we assume that the true effect sizes are normally distributed, there is an asymmetry in the power function. To illustrate what this means, suppose that the effect size of 0.2 is overestimated or underestimated by 0.1. When it is overestimated, there is bigger boost in power (.318, a boost of .150) than when it is underestimated by the same amount (.078, a loss of .090). Because the gain in power when $d_i$ is larger than 0.2 is greater than the loss in power when it smaller, there is a net increase in power.

Second, when conventional power analyses yield values greater than .50, the opposite happens: Power declines once an allowance is made for heterogeneity. For instance, when $\mu_h = 0.5$ and $N = 200$, power is an impressive .940 with no heterogeneity but sinks to .818 when $\sigma_h = 0.2$. When power is greater than .50, the asymmetry works in the opposite direction: If the effect size is overestimated by 0.1, there is smaller boost in power (.988, a boost of .048) than the loss when it is underestimated by 0.1 (.804, a loss of .136). This lowering of power because of heterogeneity has been noted previously by McShane and Böckenholt (2014).

Third, as already noted, the “−” values in Table 1 give the probability of finding a significant effect in the negative direction, opposite in sign from the average effect. When there is no study variation, this probability is negligible. However, with increasing heterogeneity, not too surprisingly this probability increases. What is surprising is that this probability actually increases as the sample size increases. For instance, with an $N$ of 1,000, $\mu_h = 0.2$, and $\sigma_h = 0.2$, there is a 6% chance of finding a significant result in the opposite direction from the average effect size. Of interest

3 The values that we give here are the sum of the “+” and “−” values in the table. Thus, we define power as the probability of rejecting the null hypothesis regardless of whether the sampled $d_i$ is in the same or opposite direction of the value of $\mu_h$. 
to the authors, Linden and Hönekopp (2018) estimate that the true effect or \( \delta_i \) is in the opposite direction from \( \mu_h \) for about 9% of the studies that they included in their review of “close” replication studies. Additionally, the Many Labs 2 project of Klein et al. (2018) reports a number of replication studies with significant effects in the opposite direction from the average effects found.

Fourth, related to the previous point, there are nonobvious results as \( N \) gets large. As expected, when there is no variation in effect size, power goes to a value of one with increasing sample sizes. However, with study variation, we see that power to detect an effect in the same direction as the average effect size goes to a value less than one; how much less than one depends on the ratio of \( \sigma_\delta \) to \( \mu_\delta \) (see McShane & Böckenholt, 2016). As this ratio gets larger, there is a greater chance of obtaining a significant negative effect and this leads to a decrease in power for detecting a significant positive effect. For instance, given \( \mu_\delta = 0.15 \) and \( \sigma_\delta = 0.2 \), power in the same direction as the average effect size never reaches the traditionally desired level of .80; as \( N \) increases it asymptotes at .773.

To summarize, given effect heterogeneity, the power in testing an effect in any particular study is different from what conventional power analyses suggest, and the extent to which this is true depends on the magnitude of the heterogeneity. Whenever a conventional power analysis yields a power value less than .50, an estimate that allows for heterogeneity is greater; and when a conventional analysis yields a power value greater than .50, the estimate given heterogeneity is less.

Second, given some heterogeneity and a small to moderate average effect size, there is a nontrivial chance of finding a significant effect in the opposite direction from the average effect size reported in the literature. Perhaps, even more surprisingly, the power to detect an effect in the wrong direction (e.g., \( \mu_\delta \) is positive, but the test shows a significant negative effect) is nontrivial. This probability increases as \( N \) increases.

Nonnormal Distribution of True Effect Sizes

The values in Table 1 make the strong assumption that true effect sizes are normally distributed. We note that the standard method of computing confidence intervals (CIs) and \( p \) values for the average effect sizes in random effects meta-analyses also assumes normally distributed effect sizes. There are, however, some compelling reasons to believe that true effect sizes are not normally distributed. For instance, if the average true effect is positive, it may be implausible that some \( \delta_i \) values are in fact negative. An alternative and perhaps more reasonable position is that, given a positive effect size, the lower limit is zero. Thus, some studies have larger effect sizes and others have smaller ones, but they are all nonnegative. There has been some work on specifying alternatives to the normal distribution for random effects (Lee & Thompson, 2008; Yamaguchi, Maruo, Partlett, & Riley, 2017). Nonnormal distributions have been regularly assumed for level-one variances in multilevel models (e.g., Hedeker, Mermelstein, & Demirtas, 2012).

One candidate distribution that we have explored is a log-normal one. To illustrate the difference between the two distributions, Figure 1 compares the normal and log-normal distributions of \( \delta_i \), each with a \( \mu_\delta = 0.2 \) and a \( \sigma_\delta = 0.2 \). In this example, negative values occur about 17% of the time in the normal distribution but never in the log-normal. With sampling error, there could be small and infrequent negative effects, but they would arise solely from sampling error. It should also be noted that with a \( \mu_\delta \) of 0.0 for the log-normal distribution, there can be no heterogeneity, because all effect sizes must be nonnegative. We note that there appears to be some empirical evidence from both Many Labs 1 and 2, as well as Linden and Hönekopp that when the average effect size is zero there is little or no evidence of heterogeneity.

Table 2 presents the power estimates for three effect sizes—0.2, 0.5, and 0.8—at four levels of heterogeneity—0.0, 0.050, 0.125, and 0.200—using the log-normal distribution. Alpha is set to .05 for all analyses. All of the computations use numerical integration and were done using the app SVPower, which is available at https://davidakenny.shinyapps.io/SVPower/.

Under the assumption that effect sizes are normally distributed, we showed that when a conventional power analysis yields a value of power less than .5, then power would be greater if one assumes heterogeneous effect sizes. This reverses, however, when the conventional analysis yields power values above .5. For the log-normal distribution of effect sizes, the point at which power is the same in both conventional and heterogeneous analyses is below .5. Thus, with the log-normal effect sizes, it is more likely that heterogeneity lowers estimated power.

When power is high in conventional analysis, power declines with heterogeneity. For the values in Tables 1 and 2, this decline is greater for the log-normal distribution than it is for the normal distribution of effect sizes. The good news is that the probability of finding negative effects, that is, effects in the direction opposite in sign to \( \mu_\delta \) are very rare, pretty much paralleling that found in conventional analyses. Note here, unlike with the normal distribution of random effects, when these negative effect occur, they are Type I errors in that the true effects are only positive. Additionally, with the log-normal distribution, the effective \( \alpha \) is no different from the nominal \( \alpha \) value.
Table 2

Power Given the Log-Normal Distribution for a Positive Effect “+” (in the Same Direction as the Average Effect) and a Negative Effect “−” (in the Opposite Direction as the Average Effect) Given an Effect Size (μ0), Study Variation (σₑ), Total Sample Size (N), and an α of .05

<table>
<thead>
<tr>
<th>μ₀</th>
<th>N</th>
<th>.000</th>
<th>.050</th>
<th>.125</th>
<th>.200</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>+</td>
<td>−</td>
<td>+</td>
<td>−</td>
</tr>
<tr>
<td>.2</td>
<td>100</td>
<td>.166</td>
<td>.002</td>
<td>.173</td>
<td>.002</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>.290</td>
<td>.000</td>
<td>.300</td>
<td>.001</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>.607</td>
<td>.000</td>
<td>.589</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>.885</td>
<td>.000</td>
<td>.828</td>
<td>.000</td>
</tr>
<tr>
<td>≥</td>
<td></td>
<td>1.000</td>
<td>.000</td>
<td>1.000</td>
<td>.000</td>
</tr>
<tr>
<td>100</td>
<td>.697</td>
<td>.000</td>
<td>.691</td>
<td>.000</td>
<td>.665</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>.940</td>
<td>.000</td>
<td>.930</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>1.000</td>
<td>.000</td>
<td>.999</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>1.000</td>
<td>.000</td>
<td>1.000</td>
<td>.000</td>
</tr>
<tr>
<td>≥</td>
<td></td>
<td>1.000</td>
<td>.000</td>
<td>1.000</td>
<td>.000</td>
</tr>
<tr>
<td>100</td>
<td>.977</td>
<td>.000</td>
<td>.974</td>
<td>.000</td>
<td>.958</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>1.000</td>
<td>.000</td>
<td>1.000</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>1.000</td>
<td>.000</td>
<td>1.000</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>1.000</td>
<td>.000</td>
<td>1.000</td>
<td>.000</td>
</tr>
<tr>
<td>≥</td>
<td></td>
<td>1.000</td>
<td>.000</td>
<td>1.000</td>
<td>.000</td>
</tr>
</tbody>
</table>

Precision in Estimating Effect Sizes Given Heterogeneity

The effect size in a study provides an estimate of the true effect size. Its SE permits estimation of the CI for that true effect size. Assuming a fixed effect size, the SE derives solely from the sampling error within a study. For δ, this can be approximated by $2/\sqrt{N}$. If there is study variation, this is the SE for δ, the true effect size for the particular study, and not μ₀, the mean of all possible effect sizes. However, if the interest is in the distribution of effect sizes or μ₀, the approximate error is $\sqrt{4/\pi}$. Table 3 presents the 95% CI for μ₀, given an estimated δ, from a study with the indicated N (total sample size), assuming varying degrees of known heterogeneity of effect sizes assumed to have a normal distribution. The values in this table indicate unsurprisingly that the CI becomes narrower as the study N increases. They also show, again perhaps unsurprisingly, that as effect heterogeneity increases, the CI for the true effect size becomes wider. This difference can be quite dramatic. Looking at the last row of Table 3, the width of CI with no heterogeneity, a large effect size of 0.8, and a sample size of 1,000 is 0.248, a value much narrower than that with smaller sample sizes, but still relatively wide. However, if σₑ is 0.2, the width of the interval widens by over a factor of three, to 0.822. With large effect sizes and sample sizes, we might consider the CI becomes narrower as the study N increases; for a single study with an N of 100 there is considerably less precision than if one runs five such studies, each with an N of 100. In fact, the approximate CI is exactly the same as for five studies combined with a single study having an N of 500 as for five studies each with an N of 100.

More important, however, if the interest is generalizing over the population of studies with heterogeneity, then there are substantial precision benefits that accrue from multiple smaller studies compared with a single large study. Compare again the rows in Table 3 where N equals 500 with the rows in Table 4 where the N equals 100 in each study, for a combined N across five studies of 500. If there is effect size heterogeneity, the CI for μ₀ is substantially narrower with five studies each, each with an N of 100, than for a single study with an N of 500. Parallel conclusions are found when comparing N = 1,000 in Table 3 to N = 200 in Table 4.

Note too that although very small levels of heterogeneity have relatively small if not trivial effects on power, they can have rather dramatic effects on precision. Consider a pooled effect based on five studies. Given a heterogeneity value of only 0.05 and N of 1000, the approximate CI is 27.5% wider than it is if there is no heterogeneity.

five studies were run, all examining an effect in the same domain but with heterogeneity in effect sizes as indicated by the value of σₑ.

To see the precision benefits of running five studies, as opposed to one, let us first compare the CIs for the first columns in Tables 3 and 4, where there is no heterogeneity of effect sizes, that is, σₑ = 0.0. If one runs a single study, with an N of 100 there is considerably less precision than if one runs five such studies, each with an N of 100. In fact, the approximate CI is exactly the same as for five studies combined with a single study having an N of 500 as for five studies each with an N of 100.

4 Hedges and Olkin (1985, p. 86) give the SD for d as $\sqrt{\frac{1}{n} + \frac{\sigma^2}{\pi^2}}$, where $\delta$ is the population value of d for the study and N is the study sample size with the assumption that $n_1 = n_2$. This formula is used throughout this article, but because $\delta$ varies because of heterogeneity, the second term is not a constant and so it is dropped. Doing so results in an underestimation of the SD of d, but nonetheless the points that make about the effect of increasing heterogeneity, sample size, and number of studies still hold.
Many analysts recommend what might be called a one-basket strategy. They put all their eggs in the one basket of a very large N study. It is also now common for psychologists to dismiss a study as having too small a sample size and pay attention to only large N studies. As Tables 3 and 4 make clear, if effect sizes vary across studies, such a strategy is misguided if the interest is in \( H_9262 \).

Clearly, one large N study is better than one small N study, but given the same total N and heterogeneity, multiple studies are better than a single study. This preference for many smaller N studies presumes that the studies include all such studies and not a nonrandom subset of small N studies that are published (Slavin & Smith, 2009).

The results in Tables 3 and 4 presume that the distribution of effect sizes is normal, which is the standard assumption made in random effects meta-analyses. If, however, the distribution of effect sizes is positively skewed with zero as the lower limit (as in the log-normal distribution that we considered), the CI would be asymmetric, with larger upper and lower limits than the values in Tables 3 and 4. We urge methodologists to work on the problem of determining the CIs with nonnormal heterogeneity.

### Determining the Magnitude of Heterogeneity

We have just seen that the degree of heterogeneity in effect sizes has substantial consequences for statistical power and precision. We have so far assumed that the magnitude of heterogeneity is known. As discussed by McShane and Böckenholt (2014), knowing exactly the magnitude of \( \sigma_h \) is difficult. We might use estimates from prior research, but simulation studies (e.g., Chung et al., 2013) have shown that estimates of heterogeneity are not very accurate, especially when the number of studies is small.

Power analyses always rest on a series of informed guesses. To conduct a conditional power analysis, we start with an informed guess of the effect size. Similarly, in the presence of heterogeneity of effect sizes, an informed guess for that heterogeneity is also needed.

#### Table 3

Lower (L) and Upper (U) Limits of a 95% Confidence Interval of an Effect From a Single Study for Different Sample Sizes (N), Effect Sizes (\( \mu_h \)), and Level of Heterogeneity (\( \sigma_h \)).

<table>
<thead>
<tr>
<th>( \mu_h )</th>
<th>( N )</th>
<th>( \sigma_h )</th>
<th>L</th>
<th>U</th>
</tr>
</thead>
<tbody>
<tr>
<td>.2</td>
<td>100</td>
<td>.000</td>
<td>-192</td>
<td>.592</td>
</tr>
<tr>
<td>200</td>
<td>-.077</td>
<td>.477</td>
<td>-204</td>
<td>.604</td>
</tr>
<tr>
<td>500</td>
<td>.025</td>
<td>.145</td>
<td>-001</td>
<td>.401</td>
</tr>
<tr>
<td>1,000</td>
<td>.076</td>
<td>.325</td>
<td>.042</td>
<td>.358</td>
</tr>
<tr>
<td>.5</td>
<td>100</td>
<td>.108</td>
<td>.223</td>
<td>.777</td>
</tr>
<tr>
<td>200</td>
<td>.096</td>
<td>.325</td>
<td>.206</td>
<td>.794</td>
</tr>
<tr>
<td>500</td>
<td>.223</td>
<td>.376</td>
<td>.204</td>
<td>.604</td>
</tr>
<tr>
<td>1,000</td>
<td>.076</td>
<td>.325</td>
<td>.204</td>
<td>.604</td>
</tr>
<tr>
<td>.8</td>
<td>100</td>
<td>.108</td>
<td>.096</td>
<td>.325</td>
</tr>
<tr>
<td>200</td>
<td>.223</td>
<td>.376</td>
<td>.206</td>
<td>.794</td>
</tr>
<tr>
<td>500</td>
<td>.076</td>
<td>.325</td>
<td>.204</td>
<td>.604</td>
</tr>
<tr>
<td>1,000</td>
<td>.108</td>
<td>.096</td>
<td>.223</td>
<td>.777</td>
</tr>
</tbody>
</table>

#### Table 4

Lower (L) and Upper (U) Limits of a 95% Confidence Interval of the Mean Effect From Five Studies for Different Sample Sizes (N), Effect Sizes (\( \mu_h \)), and Level of Heterogeneity (\( \sigma_h \)).

<table>
<thead>
<tr>
<th>( \mu_h )</th>
<th>( N )</th>
<th>( \sigma_h )</th>
<th>L</th>
<th>U</th>
</tr>
</thead>
<tbody>
<tr>
<td>.2</td>
<td>100</td>
<td>.000</td>
<td>.025</td>
<td>.375</td>
</tr>
<tr>
<td>200</td>
<td>.076</td>
<td>.122</td>
<td>.069</td>
<td>.331</td>
</tr>
<tr>
<td>500</td>
<td>.122</td>
<td>.145</td>
<td>.109</td>
<td>.290</td>
</tr>
<tr>
<td>1,000</td>
<td>.325</td>
<td>.325</td>
<td>.041</td>
<td>.590</td>
</tr>
<tr>
<td>.5</td>
<td>100</td>
<td>.076</td>
<td>.376</td>
<td>.624</td>
</tr>
<tr>
<td>200</td>
<td>.122</td>
<td>.145</td>
<td>.110</td>
<td>.290</td>
</tr>
<tr>
<td>500</td>
<td>.145</td>
<td>.325</td>
<td>.119</td>
<td>.271</td>
</tr>
<tr>
<td>1,000</td>
<td>.145</td>
<td>.325</td>
<td>.119</td>
<td>.271</td>
</tr>
<tr>
<td>.8</td>
<td>100</td>
<td>.076</td>
<td>.376</td>
<td>.624</td>
</tr>
<tr>
<td>200</td>
<td>.122</td>
<td>.145</td>
<td>.110</td>
<td>.290</td>
</tr>
<tr>
<td>500</td>
<td>.145</td>
<td>.325</td>
<td>.119</td>
<td>.271</td>
</tr>
<tr>
<td>1,000</td>
<td>.145</td>
<td>.325</td>
<td>.119</td>
<td>.271</td>
</tr>
</tbody>
</table>
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How might a researcher make an informed guess? One might surmise that research domains with larger average effect sizes have larger effect size variances, consistent with what we reported earlier for the Many Labs 1 project. There, heterogeneity averaged roughly one quarter the effect size. Following the original suggestion by Pigott (2012); McShane and Böckenholt (2014) suggest using 0.10 for small heterogeneity, 0.20 for medium, and 0.35 for large. We suspect these estimates are a bit large, given the various biases in the published literature that we mentioned earlier. Accordingly, we used values of 0.050, 0.125, and 0.200 as representative in the power and precision results that we gave earlier. We expect that there would be an evolving discussion of what value to use for heterogeneity in power analyses. We feel strongly that zero should no longer be the default value.

For precision, knowing the value of \( \sigma_x \) is more problematic as it needs to be integrated with other statistical information (i.e., the amount of sampling error within studies). Even if we have multiple studies and so have a statistical estimate of heterogeneity, that estimate has a great deal of sampling error. One could just guess at the value and treat it as a population value. Alternatively, a Bayesian analysis, as outlined by McShane and Böckenholt (2014); Maxwell et al. (2015), and Du and Wang (2016), might be attempted, perhaps using the van Erp et al. (2017) database to create a prior distribution of effect sizes.

There are certainly difficulties of knowing the extent to which there is effect size variance in a given domain. That said, we strongly feel those difficulties are no excuse for just assuming that it is zero. Effect size variation is both widespread and consequential. If researchers wish to ignore heterogeneity, something we hope does not happen, they need to state explicitly that power estimates and CIs are based on the assumption of zero heterogeneity.

The Different Sources of Effect Size Heterogeneity

Earlier we discussed the reasons why there may be effect size heterogeneity. Here we want to review and amplify what we said there. Meta-analyses typically anticipate and attempt to document important moderators of effect sizes. That is, they often hypothesize known factors that can account for variations in effect sizes and conduct analyses to confirm those hypotheses (Tackett et al., 2017). However, typically there persists residual heterogeneity even after accounting for such anticipated moderators (Linden & Hönkopp, 2018). Additionally, as we discussed, even when studies are conducted using standardized procedures and measures, effect size heterogeneity typically persists (see McShane et al., in press). Thus, there are hidden moderators that are likely responsible in part for heterogeneity.

We suggested that the list of such hidden moderators is likely long and its complete contents perhaps ultimately unknowable. To elaborate on that a bit, we believe that there are likely many randomly varying factors that may be responsible for effect size heterogeneity, as we move from study to study, and try as hard as we might, we will never identify all of them. Consider an analogy with random variance associated with participants in how they respond to some treatment. Participants’ responses typically vary for a variety of potentially knowable reasons that might be measured and controlled. However, over and above these, there is also simply random variance in people’s responses that we probably will never fully understand or explain. The same holds true, we believe, for effects shown in different studies searching for a common effect. There is random variation because of study in the effects produced and this is not entirely reducible to a finite set of effect moderators. In essence, we are saying that some hidden moderators will always remain hidden.

Besides known moderators and hidden moderators, it might be that case that some of the variation is in principle unknown and so random. Perhaps, Einstein’s belief (Einstein & Born, 2005) that “God does not play dice,” is wrong, and studies vary for reasons that will never be completely understood. Whether because of fundamental randomness or the complexity of moderation effects, we need to accept the conclusion that one should anticipate heterogeneity even in very highly controlled settings and replication efforts.

Others who have considered the heterogeneity of effect sizes in meta-analyses and replication efforts (McShane et al., in press; Stroebe & Strack, 2014; Tackett et al., 2017) have largely assumed that there are a set of moderators responsible and that, once these are identified and theory refined, effects should be much more homogeneous and replicable, given appropriate control of those moderators. Although we agree that moderators that could potentially be identified and controlled are in part responsible for effect size heterogeneity, we seriously doubt that researchers would eliminate heterogeneity by controlling for a few, or even a lot, of such moderators. There will exist perturbations from study to study that cannot be fully accounted for. The hope of controlling for everything that might potentially affect the magnitude of a studied effect seems to us overly optimistic. We welcome such optimism, but we need in the meantime to be prepared for the possibility of randomness.

Our belief that random variation in effect sizes exists from study to study is in part responsible for our focus on inferences about \( \mu_\theta \), the average effect size across a series of studies. An alternative view is that perhaps the majority of studies in a domain are poorly done and have varying effect sizes around zero, while one or two studies, more appropriately conducted, have a true effect size that is different from zero. In this case, one could argue that one should be primarily interested in the true effect size, \( \delta_1 \), estimated by these particular studies (assuming no variation in their true effect sizes). This view presumes that there is some underlying important moderator(s) that varies across the two sets of studies, those with a true effect size of zero and those few where this is not the case. This possibility demands that one attempts to identify such a moderator. Surely one would not want to look after the fact across studies and decide which ones estimate the “real effect” and which ones do not. A perspective that allows for random variation in studies and in their effects avoids this danger.

One might question the idea of studies as random, as they are surely not randomly sampled from some known population. We would suggest, however, that just as participants in most experiments are not randomly sampled, yet appropriately treated as random, so too studies should be considered as random. Particularly in situations when different investigators use the same materials, procedures, measures, and analyses, it seems reasonable to consider the set of studies as a random sample from the population of replication studies that might have been done.

Care needs to be taken to account for any known nonrandom processes, for example, publication bias. For instance, several
studies (e.g., Slavin & Smith, 2009) have reported a negative
correlation between effect size and sample size, presumably due in
part to the fact that published small N studies require larger effect
sizes than large N studies. Thus, because of publication bias,
sample size can create artificial heterogeneity even when there is
none.

Planning and Replicating Research Given
Heterogeneity

We have shown that effect size heterogeneity has important
consequences for statistical power and for the precision of effect
size estimates of \( \mu_g \). These consequences deserve attention in
planning research. We first explore these consequences in planning
new research to demonstrate an effect. We then turn to implica-
tions for replication research, a topic that is particularly important
in the context of recent concerns about replicability (e.g., Open
Science Collaboration, 2015).

Research to Demonstrate an Effect

Conventional wisdom suggests that one is generally better off
doing a single very large study to demonstrate an effect rather than
doing a series of smaller and more modest studies. The results we
have shown in the discussion surrounding Tables 3 and 4 lead us to
take issue with this conventional wisdom.

We consider a single study with a modest number of partici-
pants. Anticipating an average effect size, \( \mu_g \), of 0.4 and 154
participants, the conventional conditional power estimate is .694
for \( \delta_g \), which is not very good. Even worse, if we allow for
heterogeneity in effect sizes of 0.20, the power of the test for \( \mu_g \) is
only .628 assuming a normal distribution of effect sizes, and only
.600 assuming a log-normal distribution. We are faced with a
dilemma. Conventional advice is that one should conduct only
high-powered studies. However, with heterogeneity, any given
study, no matter how large its sample size, might be far away from
the mean of the effect sizes. Moreover, given heterogeneity, the
power of any given study is not as great as might be thought. What
then is the alternative? We see it as conducting a series of studies,
each of which might be only moderately powered, but the combi-
nation of those studies would have decent power.

For instance, let us return to the case in which \( \mu_g \) is 0.4 and \( \sigma_g \)
is 0.20, and seven studies have been conducted, each with a sample
size of 154. The power of finding a significant effect in any one
study, given a normal distribution of effect sizes, is only .628,
making the power of finding all seven tests significant only .037.
To test the null hypothesis that \( \mu_g \) is zero, one conducts a random
effects meta-analysis of the seven studies (Maxwell et al., 2015).
Denoting \( n_p \) as the number of persons per study and setting the
number of studies or \( k \) to 7, \( n_p = 154 (N = 1,078) \), and \( \sigma_g = 0.20 \),
the power of a one-sample \( t \) test of mean \( d \) or \( d \) is .926, again
assuming normality. Note that given \( \sigma_g = 0.20 \), the \( SE \) of \( d \) for 7
studies each with \( N = 154 \) is about half the size the \( SE \) of \( d \) with
one study with 154 Times 7 participants. Thus, although the power
of any one study is not very impressive, the power of the test of the
mean is quite acceptable. Additionally, across studies one can
critically examine heterogeneity and begin to test factors respon-
sible for variation in effect sizes.

However, if there are few studies, less than five, a random
effects meta-analysis is impractical as there are too few studies to
have a reliable estimate of the variance of effect sizes. Our earlier
discussion of how to determine the level of heterogeneity applies.
However, just pretending that there is no heterogeneity should not
be seen as a defensible option, even if the underpowered \( Q \) test is
“not significant.” Possibly a failsafe heterogeneity value could be
determined. That is, we could compute how large heterogeneity
would have to be to turn the significant pooled effect into a value
that is no longer significant.

We have suggested that multiple smaller studies are preferable to
a single large one, given effect size heterogeneity. However,
what exactly does it mean to conduct multiple smaller studies? Clear-
ly, it would not do to conduct one large study, say with an \( N \)
of 1,000 and break it up, acting as if one had done five studies each
with an \( N \) of 200. Conducting multiple studies must allow for the
existing effect size heterogeneity, which, as we have already
discussed, accrues randomly from a multitude of sources, includ-
ing experimenters, samples, and so forth. The point is simply that
we are better served by a number of studies that permit one to
examine the existing variability of effect sizes in a domain. This is
obviously particularly true if the primary interest is in examining
factors moderating some effect. Then a series of smaller studies,
varying such moderators systematically and insuring they are
individually adequately powered, makes most sense.

Research to Replicate an Effect

We are all aware that concerns have lately been raised about the
replicability of effects in psychology. In one well-publicized ex-
amination of replicability (Open Science Collaboration, 2015), 100
published psychology studies were each replicated one time. The
results were interpreted to be relatively disturbing, as less than half
of the studies were successfully replicated.

What can be learned from a single replication study? Table 1
can help provide an answer. Imagine that the initial study to be
replicated yields an estimated effect size of 0.5. In an effort to
conduct the replication with sufficient power, we assume that \( \mu_g \)
the true mean effect size, is 0.5, and we plan on a sample size of
200. This gives rise to an estimate of .94 power based on a
conventional conditional power analysis. If the study fails to
replicate, it seems reasonable to question the initial study result.

Let us, however, assume heterogeneity of effect sizes in the
effect to be replicated, with \( \sigma_g \) equal to 0.2. In this case, then the
actual power is much less than .94, roughly about .82. Thus, over
20% of the time the study would fail to replicate. There is even a
chance, albeit a very small one, of finding a significant effect in the
opposite direction from the original effect, assuming a normal
distribution of effect sizes.

In fact, the power in the case we have just explored is certainly
worse than we have portrayed it, for two reasons. First, we as-
sumed that \( \mu_g \) is the same value as the effect size that we estimated
in the original study. However, that initial effect size has sampling
error in it that has not been factored in (Anderson & Maxwell,

---

5 It is possible to estimate the optimal number of studies and optimal
number of participants per study needed to minimize the \( SE \) of the effect,
given level of resources. To obtain these values, we would apply the standard
formulas used in cluster sampling (Sudman, 1976) using the costs per study
and per participant. Alternatively, a multilevel power analysis could be under-
taken treating studies as level two and participants as Level 1.
2017; Maxwell et al., 2015). Second, over and above the sampling error in the original effect size estimate, because of publication biases the actual true effect size is likely smaller than the typical reported estimated effect size (Anderson et al., 2017; Yuan & Maxwell, 2005). Recently, Hawkins et al. (2018) found that the replicated effect size is 60% of the original, whereas Klein et al. (2018) find it at 25%. Not surprisingly, the sampling of extreme scores, that is, an effect size sufficient for publication, results in a smaller effect size for a replication study through regression toward the mean. Moreover, heterogeneity heightens the effects of publication bias because it makes more extreme positive effect sizes more likely.

In the presence of heterogeneity, our results show that power is not nearly as high as it would seem and that even large N studies may have a nontrivial chance of finding a result in the opposite direction from the original study. This makes us question the wisdom of placing a great deal of faith in a single replication study. The presence of heterogeneity implies that there are a variety of true effects that could be produced.

Additionally, the presence of heterogeneity makes us question the common practice of seeing whether zero is in the CI of the difference between the effect in the original study and the effect in the replication study.6 Doing so presumes that the only source of the common practice of seeing whether zero is in the confidence interval of the replication effect size. Such a practice is flawed because it ignores that the original effect has sampling error (Maxwell et al., 2015). More important, we are not saying that the search to establish effects in psychology is misguided. There are indeed “true” effect out there, documented by research and yet to be discovered. However, there are a myriad of factors, which cause the magnitude of those effects, when they exist, to vary.

Conclusion

Effect size heterogeneity is found nearly everywhere in science. However, in power analyses, computing CIs, and the planning of research, researchers often act as if the results of studies are homogeneous. We have shown that heterogeneity leads to both lower and higher power than expected, possibly sometimes a finding in the “wrong” direction, and the conclusion that multiple smaller studies are preferable to a single large one. All of this leads to very different ideas about the conduct of research and the quest to establish the true effect in the presence of random variation. Replication research, it seems to us, should search to do more than simply confirm or disconfirm earlier results in the literature. Replication researchers should not strive to conduct the definitive large N study in an effort to establish whether a given effect exists or not. The goal of replication research should instead be to establish both typical effects in a domain and the range of possible effects, given all of what Campbell called the “heterogeneity of irrelevancies” (Cook, 1990) that affect studies and their results. Many smaller studies that vary those irrelevancies likely serve us better than one single large study. Moreover, in this era of increasing preregistration and collaborative research efforts, multiple studies by different groups of researchers is increasingly feasible. For instance, Psychological Science Accelerator is a network of over 350 laboratories collaborating to collect large-scale international samples of psychological data.

Most researchers tend to believe that in any given domain, when evaluating any given effect, there really is only one effect and one should strive to uncover it in studies that are undertaken. It can be disconcerting, at best, to believe that there really is a variety of effects that exist and that might be found. However, that is what it means to have study variation in effect sizes and, as we emphasized early on, that is what we typically find. As a field, we need to begin to understand what it means for effects to vary and figure
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6 Sometimes researchers mistakenly check to see if the original effect size is in the confidence interval of the replication effect size. Such a practice is flawed because it ignores that the original effect has sampling error (Maxwell et al., 2015).
out how to include such heterogeneity in both analysis of data and the planning of research.

We have raised the issue of heterogeneity and explored some of its implications, while nevertheless highlighting some difficult issues that require further attention. These include the nature of the underlying distribution of effect sizes, how to estimate their variability, and how much heterogeneity should be expected. All three of these issues are difficult ones, but they require intensive study by methodologists. Finally, we have limited our discussion of effect sizes to \( d \); a full treatment of the topic would require extending the discussion to other effect size measures, for example, correlations and odd ratios. Work by McShane and Böckenholt (2016), which discusses several other effects sizes besides \( d \), would almost certainly be relevant.

These issues notwithstanding, we firmly believe that we need to accept and, in fact, embrace heterogeneity (McShane et al., in press). If there truly exist multiple effect sizes in a given domain, then power analyses and CIs need to allow for that. Moreover, research should also examine that variability, and the factors that can partly explain it, rather than focusing solely on whether an effect exists or does not.
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### Appendix

#### R Function for Computing Power Given Heterogeneity

```r
powj = NULL

# The arguments are
# The mean of the deltas (mu_delta),
# The SD of the deltas (heterogeneity: sigma_delta),
# Total sample size (cell size times two: N),
# The nominal alpha (alph).
	pow_ad = function (mu_delta,sigma_delta,N,alph)

q = sqrt((4/N)/(4/N + sigma_delta^2))
z2T = qt(1-alph/2.,N-2)
cr_t = z2T/q
alph_a = (1-pt(cr_t,N-2))*2
ncp = (mu_delta/sqrt(4/N + sigma_delta^2))
powj[1] = 1 - pt(cr_t,N-2,ncp)
powj[2] = pt(-cr_t,N-2,ncp)
powj[3] = 2*pt(-cr_t,N-2,0)

return(powj)}

powj = pow_ad(.3,.20,100,.05)

pp1 = paste0("Power of a positive effect is ",round(powj[1],3),". "); pp1

pp2 = paste0("Power of a negative effect is ",round(powj[2],3),"."); pp2

pp3 = paste0("Effective alpha is ",round(powj[3],3),"."); pp3
```
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